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Reducing Functional Unit Power Consumption and
its Variation Using Leakage Sensors
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Abstract—Energy reduction of functional units (FUs) is a very
important concern for high-end superscalar processors, not only
because FUs consume a significant portion of processor energy, but
also because they are one of the most important hotspots in the pro-
cessor. In addition, the high sensitivity of leakage on temperature
and process variation result in very high variation in the FU power
consumption in different processor dies. Such high process varia-
tion reduces the parametric yield of processors. Consequently, re-
ducing the FU power consumption and its variation is an impor-
tant problem. However, existing FU power reduction techniques
assumes all the FUs are similar, and do not consider the sensi-
tivity of leakage on temperature. Consequently, they are not very
effective in reducing the variation of FU power consumption. The
advent of extremely small, yet accurate leakage sensors allow us
to develop leakage-aware microarchitectural techniques to reduce
both the power consumption and its variation among processor
dies. Our leakage-aware operation-to-FU binding mechanism (LA-
OFBM) and leakage-aware power gating (LA-PG) mechanisms re-
duce the mean and standard deviation of the total arithmetic logic
unit (ALU) power consumption of the ALPHA 21364 by 34% and
59%, respectively. At the processor level, this translates to a 13%
reduction in the total processor energy consumption, with a 24 C
reduction in the maximum ALU temperature.

Index Terms—Functional unit (FU) power reduction, leakage,
process variations.

I. INTRODUCTION

R EDUCING the power consumption of the functional
units (FUs) of high-end processors is important not only

because they consume a significant percentage of processor
energy, but also because they are one of the most important
hotspots in the processor. Since FUs are one of the busiest com-
ponents in a processor, they dissipate a lot of dynamic energy.
This results in FUs becoming a hotspot in the processor. This
is aggravated by the exponential dependence of leakage on
the temperature, and FUs also become a site of high leakage.
Thermal emergency, e.g., the temperature of an FU increasing
beyond the safe temperature can significantly degrade processor
performance. In addition, the high sensitivity of leakage on
temperature and process variation result in very high variation
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in the FU power consumption in different processor dies. Such
high process variation reduces the parametric yield of proces-
sors. Consequently, reducing the FU power consumption and
its variation is an important problem.

Since, traditionally dynamic power was the main component
of FU energy, early work on FU power reduction therefore fo-
cused on developing clock gating mechanisms to save energy
during the idle cycles of the FUs [1], [2]. However, as shown
by Rele et al. [3], for 65 nm and beyond, the leakage power
of FUs is comparable to their dynamic powers. Consequently,
several techniques including body bias control [4], input vector
control [5], dual-threshold domino circuits [6], [7], and power
gating [3], [4], [8]–[11] have been developed and researched to
reduce the leakage of FUs. However, none of the previous FU
leakage reduction mechanisms consider the differences in the
FUs. FUs in the same die may have different power characteris-
tics not only due to manufacturing variabilities, but also due to
their current temperature.

The assumption of similar FUs is becoming increasingly
inaccurate with incessant technology scaling. Leakage is ex-
tremely sensitive to process variations due to its exponential
dependence on threshold voltage, which depends on the phys-
ical characteristics of transistor, including the gate length, gate
width, doping level, etc. Process variability has grown in recent
technologies due to random dopant effects in small devices,
patterning of features smaller than the wavelength of the optical
lithographic system and related trends. Also leakage power is
very strongly related to the temperature in current technologies.
In fact changing the temperature from 90 C–130 C can result
in 2 increase in the total power due to increase in the leakage
currents [12]. Since the silicon substrate is a bad conductor of
heat, there can be a temperature gradient of more than 30 C
even between the neighboring blocks on the chip [13].

The advent of extremely small (0.5 W power) and highly
accurate ( C inaccuracy) on-die leakage sensors, such as
the ones developed by Kim et al. [14], now allow for runtime
monitoring of the differences in FU power, and develop mi-
croarchitectural techniques to reduce the variation in the power
consumption of FUs. This work is the first effort in this direc-
tion. In this paper, we: 1) model the impact of temperature and
process variations on the leakage of FUs and 2) develop mi-
croarchitectural techniques to reduce not only the power con-
sumption of FUs, but also reduce the variation in the FU power
consumption among different dies. In particular, we propose: 1)
a leakage-aware operation to functional unit binding mechanism
(LA-OFBM), which decides the FUs to which the ready oper-
ations should be issued and 2) a leakage-aware power gating
(LA-PG) mechanism, which decides which FUs to power gate,
both aimed at reducing the variation in FU power consumption.
Our experiments on the ALPHA DEC 21364 processor at the
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45-nm technology node using the BSIM4 predictive models on
benchmarks from Spec2000 and MiBench demonstrate that as
compared to the traditional operation to functional unit binding
mechanism, our scheme LA-OFBM reduces the mean and the
standard deviation of the total ALU power consumption by 25%
and 10%, respectively. Additionally, as compared to the tradi-
tional power gating scheme, our scheme, LA-PG reduces the
mean and standard deviation of the total arithmetic logic unit
(ALU) power consumption by 22% and 25%, respectively. Fi-
nally, by combining our two techniques, LA-OFBM + LA-PG
reduces the mean and standard deviation of the total ALU power
consumption by 34% and 59%, respectively. This translates into
13% reduction in the total processor energy consumption. In ad-
dition LA-OFBM + LA-PG result in 24 C reduction in the max-
imum ALU temperature.

II. RELATED WORK

Traditionally the leakage reduction of storage structures
[15]–[19] has been research focus owing to their dominant
transistor budget in a processor. However, due to high activity
and therefore high temperature of FUs [11] and the exponential
relationship of temperature on leakage [20], the power reduc-
tion of FUs has become an important concern. Since leakage
of a transistor depends on the state of the circuit, during the
standby mode, it’s inputs can be set to low-leakage state. Such
a technique for FUs was presented in [5]. Static energy is
reduced in the integer functional units by leveraging the unique
qualities of dual threshold voltage domino logic in [8]. How-
ever, by far, power gating is the most effective and researched
microarchitectural techniques to reduce the leakage of FUs.

A. Previous Power Gating Techniques

Hu et al. [9] demonstrated that functional units are idle
for more than 60% of total execution cycles across SPEC2K
benchmarks for a superscalar processor. Duarte et al. [4] ap-
plied power gating techniques at the microarchitectural level
on FUs. They explored various run-time power gating tech-
niques and concluded that global power supply gating scheme,
although effective, has high overheads, and is therefore not
useful. They then proposed local power supply gating mech-
anism that achieves the same level of leakage reduction but
with lower overheads. In addition, a power gating technique
to gate the datapath logic and memory structure using a PLL
circuit with a voltage follower has been proposed in [21]. An
operand-value-based gating to turn off portions of arithmetic
units that will be unused by narrow-width operations has been
proposed and implemented in [22]. These techniques address
the question of how to implement power gating.

The proposed solutions to perform power gating fall into
two different categories: 1) compiler-based solutions and 2)
microarchitectural solutions. Compiler-based FU leakage re-
duction techniques were studied in [3]. But these technique
requires that the entire code be examined offline to identify
suitable regions for turning the functional units off. Microar-
chitectural techniques [4] are idle-time-based power gating
(IT-PG) techniques, which rely on predicting idle cycles of the
FU and power gate the FU during that time. We compare our
approach against IT-PG.

B. Previous OFBMs

A resource allocation and binding approach for low leakage
superscalar processors is proposed in [23]. Two tempera-
ture-aware resource allocation and binding algorithms are
proposed in [24]. A compiler technique of changing the IPC
and attempting to balance the tradeoff between performance
and leakage energy is employed in [25]. At the microarchi-
tecture level [11] evaluated fixed priority OFBM (FP-OFBM),
in which the FUs are statically assigned priorities and in each
cycle, an operation is issued to an FU only if an operation has
been issued to all FUs with higher priority. FP-OFBM causes
high priority FUs to heat up, and therefore to evenly distribute
the heat over all the FUs, they proposed load balancing OFBM
(LB-OFBM), in which the operations are distributed among
FUs in a round robin fashion.

However, none of the previous OFBM and power gating ap-
proaches consider the impact of temperature and process vari-
ations on leakage of FUs, and none of them attempt to reduce
the variation in the leakage power of FUs among die samples.
In this paper, we propose power gating and OFBMs which aim
at reducing both the leakage power, and the variation in the
leakage power of FUs and compare our approach against ex-
isting OFBMs.

III. EXPERIMENTAL SETUP

We have developed a processor power and performance simu-
lation framework shown in Fig. 1(a) to implement our proposed
operation to FU binding mechanisms and power gating tech-
niques. The power, performance, and temperature modeling of
alpha processor is done using a modified version of sim-out-
order of the PTScalar toolset. PTScalar has been validated to
model the power performance and thermal behavior of the DEC
ALPHA 21364 processor correctly [12], [26]. The floorplan of
the DEC ALPHA 21364 is shown in Fig. 1(b), and contains 4
ALUs contiguously located on the northeast corner of the die
just below the integer register file. While keeping the package
parameters the same, we scale the power models of processor
components to 45-nm technology. This is because while the
technology scaling has been exponential, more efficient cooling
solutions are extremely expensive [27]. Our process variation
model introduces random and correlated variations in the gate
length ( ) and the threshold voltage ( ) of the transistors inside
the FUs. To model the spatial correlations in device parameters,
our process variation model takes the DEC ALPHA 21364 floor-
plan as an input. The overall dynamic and leakage power of all
the 4 ALUs are then given to PTScalar as input. Using the floor-
plan, PTScalar performs a cycle-accurate simulation of bench-
marks to estimate the power, performance and temperature of
all the ALUs and the overall processor power and performance.
We execute several benchmarks from the MiBench [28], and
Spec 2000 [29] suite. We repeat these experiments over 1000
die samples.

IV. MODELING PROCESS VARIATIONS

An important consequence of technology scaling is the de-
creasing control in the lithography as well as channel doping
steps during the manufacturing of nano-scale circuits. This re-
sults in significant amount of variations in the characteristics of
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Fig. 1. Experimental setup. (a) Simulation framework. (b) Floorplan of ALPHA DEC 21364 processor.

manufactured devices [30]. A significant component of the vari-
ations in parameters can be contributed to intra-die variations
[30], [31]. The intra-die variations can be divided into two main
components: 1) spatially correlated random variations and 2)
deterministic systematic variations. To model systematic varia-
tions, the parameters of a device are modeled as a deterministic
function of the location of that device on the die. This func-
tion can be used to analyze the effect of systematic variations
on some characteristic (e.g., leakage and delay) of the design.
However, modeling spatially correlated random variations is not
that straightforward.

The random parameter of device is modeled as

(1)

where and are the mean and standard deviation of the
parameter, and is a standard Gaussian random variable.

Recently, an accurate approach for modeling spatial correla-
tions was proposed in [32]. The method is based on modeling the
parameters of the devices as a quadratic mean continuous sto-
chastic process . This method has the advantage that the
parameter of each device on the die can be modeled as a unique
random variable. The process is described using the correla-
tion function between two points and

on the die. The correlation function is
used to obtain a linear transformation that transforms the orig-
inal set of correlated Gaussian random variables to a new set of
independent Gaussian random variables .
That is the parameter of a device located at

can be written as

(2)

The previous transformation is called Karhunen–Loève ex-
pansion [33]. Note that the coefficients are a function
of the location of the device. The number of terms in the expan-
sion are determined based on a predetermined error criteria such
as the expansion accurately models the statistics of the original
process [32]. Since the location of each device is different, the

coefficients for each parameter will be different. Hence, all the
parameters are modeled as different random variables. Also note
that this mechanism of modeling spatial correlation, does not
preclude the case of modeling completely uncorrelated varia-
tions, e.g., variation in the dopant concentration; they can be
modeled as a special case, with .

In this work, we model the variations in the gate length of
the devices as a stochastic process. We fit the measured experi-
mental data for the CD variations given in [30] to an exponen-
tially decreasing correlation function

(3)

to obtain the parameters and . This correlation function
is used to compute the coefficients in (2). Since the
random variables corresponding to the parameter are in-
dependent Gaussian random variables, we generate independent
samples of Gaussian variables to simulate the values of the gate
lengths in the process. Each sample of independent random
variables corresponds to one die sample. To generate samples
for dies, this process is repeated times and the gate length
of all the devices on the die are computed using (2).

A. Impact of Variations on FUs

Since the leakage power has an exponential dependence on
the gate length, even small variations in the gate length can result
in significant variations in the leakage power of the manufac-
tured circuits. In this work, we model the sub-threshold leakage

of a gate as a function of gate length ( ) and threshold
voltage ( ) based on the BSIM model [34]

(4)
The previous model was fitted to data from 45-nm technology

with average error of less than 5% across 20% range of the
gate length, centered about the nominal value of the gate length.
Since we did not have a gate level model for the ALU, we esti-
mate total leakage of the ALU using , where
is the number of transistors in the ALU.
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Fig. 2. Statistics of leakage power of ALUs.

Similarly, we model the dynamic power of the ALU as

(5)

where is the switching factor, is the total effective ca-
pacitance, is the supply voltage, and is the frequency of
operation. We assume that the major source of variations in the
dynamic power is due to the capacitance, which is a linear func-
tion of the gate length of the device.

Based on the previous power models and the process varia-
tion data of [30], we find both the leakage and dynamic power
for ALUs in each sample die. In order to estimate the average
difference in the leakage of ALUs, we sort the ALUs according
to their leakage power and compute their statistics. For example,
Fig. 2 shows the comparison in the mean and standard deviation
of the leakage power of the four ALUs sorted according to the
leakage power. As shown in the figure, on an average, there can
be up to 80% difference in the leakage of two ALUs on the same
die. This shows that there is a significant scope of power savings
by considering intra-die variations.

V. LEAKAGE SENSORS

In the recent years, there has been an extensive research in the
design and implementation of leakage current and temperature
sensors. Kuroda et al. [35] were the first to propose a leakage
current monitor that measured variation with less than 1%
error. But this design was limited by the complexity and power
overhead of the biasing circuit. Griffin et al. [36], proposed a
current sensor design to detect the variations in circuit operating
conditions and to control the output slew rate. However, their
design suffered from lower sensitivity and higher design com-
plexity. Chen et al. [37] proposed an inter-die leakage variation
tolerant, leakage canceling current sensor to improve the per-
formance of self-timed circuits by tracking the local variations
at the cost of a higher power overhead incurred in designing the
circuit. Srivastava et al. [38] presented a built-in current sensor
design for quiescent current ( ) testing of CMOS data con-
verter circuits. The accuracy, however, is strongly related to the
aspect ratio of the transistors forming the current mirror. Pertijs
et al. [39] proposed a CMOS temperature sensor design that was
accurate to within C ( ) over the range of C to

120 C. Duarte et al. [40] presented various techniques on max-
imizing the accuracy of thermal sensors to within C.

We use the 6-channel leakage current sensor proposed by
Kim et al. [14]. A single channel and six channel leakage sen-
sors are shown in Fig. 3(a) and (b), respectively. The under-
lying principal on which the leakage sensor is based is the drain
induced barrier lowering effect. Due to this effect, under con-
stant bias currents the drain to source voltage is a mono-
tonically increasing function of the device threshold voltage

[14]. Since the threshold voltage is dependent on both the
random dopant component ( ) and the effective gate length ( )
[34], the leakage sensor can measure variations in leakage power
due to both and . is the drain voltage of device M2
that indicates the leakage level. A comparator is used for the
analog-to-digital (A/D) conversion of giving an output of
“1” when is higher than and, otherwise a ”0”. In
the 6-channel leakage sensor, by comparing - with
an external , the leakage level can be determined. The bias
circuits for generating and are process variation in-
sensitive. M2 is the only transistor that is sensitive to the varia-
tion in leakage of the ALU due to the impact of temperature and
process variations. The single channel and six channel leakage
sensing circuits proposed, consisted of process variation insen-
sitive bias circuits. The leakage sensor has a higher sensing gain
when compared to [35] and [36], with an inaccuracy of less than
3% and minimal area and power overhead ( W).

To measure a wide range of variations across different process
corners, the authors in [14] use 6-channels (instead of single
channel). Although 6-channels would correspond to 6-bit output
resulting in a resolution of different leakage values. However,
due to the presence of intra-die variations the resulting code
might not be correct. Hence a bubble rejection circuit, which
reduces the resolution to 8 levels, is used to give correct output
even in the presence of intra-die variations. Thus, the leakage
sensor output is a 3-bit binary code sequence .
The 1.2 V, 0.66 mW, 0.006 mm 6-channel leakage sensor is
designed using transistors from the 45-nm CMOS technology
and has 1.9–10.2 higher sensing gain compared to previous
leakage sensor designs [14]. The overhead of using leakage sen-
sors accounts to around 3%–4% reduction in the total power
savings obtained using our LA-OFBM. We take into account
in all our experiments, the inaccuracy in converting the leakage
sensor values into discrete output values.

A. Leakage Sensor Placement

If the leakage measured by the sensor is not a good estimate
of the total leakage of the FU, we might not get the correct or-
dering of the FUs in terms of their leakage power. This could
potentially result in instructions being bound to a higher leakage
FU instead to the lowest leakage FU, thus eliminating the power
savings obtained using our approach. To find a good location
for the leakage sensor, we compared the leakage of a device lo-
cated at various locations inside the FU, and the average
leakage of the FU ( ). We found that mean of the
percentage difference between the average FU leakage and the
leakage of a device located at the center of the FU for a sample
of 1000 dies to be less than 1%. The maximum percentage error
over the same set of samples was 7%. Thus a single leakage
sensor located at the center of the FU can provide accurate esti-
mation of the leakage power of the entire FU.
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Fig. 3. (a) Single and (b) 6-channel leakage sensor.

Fig. 4. (a) Architecture model for LA-OFBM. (b) Microarchitectural enhancements for the IPC threshold-based power gating technique.

VI. LEAKAGE-AWARE OFBM (LA-OFBM)

In the LA-OFBM, whose architecture model is shown in
Fig. 4(a), operations are issued to the FUs based on their
leakage information. The sensors within the ALUs are used to
accurately detect leakage and set the ALU priorities dynam-
ically in the FU Priority Updater. The leakage sensor values
are continuously read and the FU priorities are updated after
every 10 000 cycles, to be in the decreasing order of increasing
leakage. We introduce four 4-to-1 line multiplexors in the
operation issue path, to select the ALUs to which the incoming
instructions are to be issued. Since the temperature of the ALUs
vary over time, the priorities assigned to the ALUs will also
change dynamically. LA-OFBM is therefore both process and
temperature variations aware OFBM.

A. Microarchitectural Overheads

We accurately model the impact of microarchitectural en-
hancements structurally in PTScalar. The leakage sensor is very
small, only a few gates, and is not in the critical path of the
ALU. Therefore there is no performance impact of the sensor.
The multiplexors lie in the critical path of execution, they might
cause some extra delay. However this is very small, and in our
experiments, we observe that it can be accommodated in the
cycle time slack. We synthesized the multiplexors and the FU
Priority Update logic using Synopsys design compiler [41]. The
energy overhead of multiplexors and the FU priority Updater is
less than 0.75 J which is very small as compared to the 500 J
energy of all the 4 ALUs. But we included both their leakage

and dynamic powers in the power computation using PTscalar
in all our simulations.

VII. LEAKAGE AWARE POWER GATING (LA-PG)

Our first observation is that temperature increases are gradual,
and like most previous works [12], [26], we assume that appre-
ciable temperature changes occur only at 10 000 cycle granu-
larity, and therefore it is reasonable to implement temperature
dependent policies at this granularity. Our power gating mecha-
nism is a two step process: we use the current IPC information to
find out how many FUs to power gate, and then we use leakage
sensor values to determine which FUs to power gate.

A. How Many FUs to Power Gate?

At each decision moment (i.e., every 10 000 cycles), we com-
pute the average IPC, or the average number of instructions that
are ready to be issued every cycle. Note that this is different from
the regular definition of instructions per cycle (IPC), which is
the number of instructions issued each cycle. However, due to
it’s close similarity to IPC, and since we do not use IPC other-
wise in this paper, we call our approach as IPC-based technique.
The number of FUs to power gate is determined by comparing
our computed average with a threshold. For a FU configura-
tion, we have thresholds. For a 4-ALU system, there will
be 3 thresholds, to turn “on” the ALUs. Suppose the thresholds
are 1.1, 2.1, and 3.1, then we will turn on 2 ALUs if the average
IPC is more than 1.1, and turn on 3 ALUs if the average IPC is
more than 2.1, and we will turn on all the 4 ALUs if the com-
puted average IPC is more than 3.1.
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Fig. 5. Runtime versus energy showing the pareto-optimal points for susan cor-
ners benchmark.

The average IPC is computed as a average of IPCs of the
last history number of cycles. The value of history determines
the accuracy of our power gating technique. Therefore, the
history and the thresholds are the two key parameters of our
IPC threshold-based power gating technique. Designers can
vary these parameters to trade off power, performance, and ar-
chitectural complexity. To determine suitable values of history
and thresholds, we simulated all the 10 benchmarks with IPC
threshold-based power gating technique for several values of
history and thresholds. We vary the history from 10 to 1000
cycles, and the threshold value for the case when a single ALU
is in the active mode from 1.0 to 1.20 in steps of 0.01. The
corresponding values for two and three ALUs to be in the active
mode are varied from 2.0 to 2.20 and 3.0 to 3.20.

Fig. 5 shows the runtime vs energy plot for all his-
tory-threshold configurations for the representative susan-cor-
ners benchmark. The figure shows that a variation of 30% in
the energy of the ALUs and a variation of 22% in the runtime
is possible by power gating. We have identified and marked
the pareto-optimal points by the dark triangles in the figure. A
configuration is pareto-optimal if it is not worse than any other
configuration in both power and performance. Designers can
choose any of these pareto-optimal design points to tradeoff
power and performance.

We varied the values of history and thresholds for all 10
benchmarks, and computed the energy-delay product for each
history-threshold configuration. We then compute the summa-
tion of the energy-delay product for all benchmarks for each
history-threshold configuration. We choose the configuration
with the minimum sum as the best configuration for history and
threshold. The optimal values of history and thresholds came
out to be 400, 1.04, 2.04, and 3.04, respectively, and we use
these values in estimating the effectiveness of our approach.

B. Which FUs to Power Gate?

In order to reduce the leakage, we want to power gate the FUs
which have the highest leakage. We introduce the six channel
leakage sensor proposed by Kim et al. [14] inside each FU and
continuously measure the FU leakage during the chip operation.
An FU may have high leakage either because of process varia-
tions, or because it’s temperature is high. Thus, LA-PG is both
temperature and process variation aware. Power gating the FU

with the highest leakage, minimizes the FU power consumption;
in addition it also reduces the variation in the leakages of FUs.

1) Microarchitectural Optimizations: A naive implemen-
tation of the circuit to estimate the average IPC can have high
power, and performance overheads. Microarchitectural en-
hancements are needed to efficiently estimate the average IPC,
and implement the logic of how many and which FUs to power
gate. The first optimization we do is that we define IPC to be
only from 0 to , for a -issue superscalar processor, in-
stead of 0 to for a superscalar processor, with a reorder
buffer of size . The size of reorder buffer can be quite
large in out-of-order superscalar processors. If the number of
instructions that are ready is more than , we still express it
as , or in other words, IPC saturates at . This reduces
the microarchitectural overhead tremendously. In addition, in-
stead of keeping a history of 400 IPC values, we collect IPCs
every fourth cycle for a period of 512 cycles. This essentially
increases the span of history, but reduces the sampling rate.
This results in 128 samples of IPC over 512 cycles. On a 4-issue
superscalar, the maximum value of the sum of the IPC over the
entire sampling period will not exceed . Hence,
a 9 bit adder is sufficient for this purpose. Since, this is only
a 9-bit adder, it can be implemented as very low-power ripple
carry adder, and still meet the timing constraint. This reduces
the power consumption of the architectural overhead. Fig. 4(b)
describes our overall design.

The IPC sum is accumulated in the 9 bit register, and the
sum of the 128 samples over a range of 512 cycles is given as
an input to the power gating logic circuitry. The combinational
logic circuit determines how many ALUs to power gate based on
the IPC sum and the threshold values and which ALUs to power
gate based on the leakage sensor output values. The average
IPC threshold values were computed as 1.04, 2.04, and 3.04
for a history for 400. With this new optimized implementation,
we performed the exploration again, and found out that optimal
values of the running totals of 128 IPC values of 512 cycles
should be 133, 233, and 333, respectively. In addition to this, 3
bit output of the leakage sensor placed in each of the 4 ALUs
also comes to the combinational logic. The circuit compares the
IPC sum with the threshold values and determines the number
of ALUs to power gate. It then processes the leakage sensor
outputs according to the LA-PG technique and outputs a 4 bit
value that determines which ALUs will be power gated in the
next 10 000 cycles. To better explain the process, consider for
instance that the IPC sum computed after the first 10 000 cycles
is less than 233. It means that only 2 ALUs are required to be
turned on in the next 10 000 cycles and the other 2 ALUs can be
power gated. The leakage sensor output of the 4 ALUs are then
processed according to the LA-PG technique and suppose the
fourth and third ALUs are chosen to be power gated because of
their higher leakage. The logic circuit then gives as output a 4 bit
value 1100, where the first bit, 1 represents the MSB or ALU4
and the last bit, 0 represents the LSB or ALU1, indicating that
ALU4 and ALU 3 are to be power gated.

We synthesized this logic using Synopsys Design Com-
piler and implemented it in Cadence Spectre toolset (Virtuoso
schematic editor) using TSMC 0.25- m CMOS deep sub-
micron process, and scaled the numbers to 45 nm. We also
synthesized the logic for the IT-PG technique for comparison
purposes. This logic has an area overhead of 3% and energy
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Fig. 6. LA-OFBM reduces the total ALU energy consumption.

Fig. 7. LA-OFBM reduces the variation in the total ALU energy consumption.

overhead of , as compared to the architectural overhead
of idle-time-based technique. Furthermore, since this logic does
not become a part of timing critical path in the processor, it does
not cause an increase in the cycle time.

VIII. EXPERIMENTS

A. LA-OFBM Reduces Both the Total ALU Energy
Consumption and the Variation in the Total ALU Energy
Consumption

Fig. 6(a) plots the total energy consumption of the ALUs
for the FP-OFBM (baseline) and LA-OFBM techniques for
1000 die samples, for the representative susan-corners bench-
mark from MiBench suite. The first observation we make
from this figure is that all the LA-OFBM points are lower
than the FP-OFBM points. As compared to the FP-OFBM,
LA-OFBM reduces the total energy consumption of the ALUs
by 18%. In terms of leakage energy alone, the LA-OFBM
decreases the total leakage energy of all the ALUs by 44% as
compared to FP-OFBM. Fig. 6(b) further bolsters our claim
by demonstrating that LA-OFBM consistently reduces the
energy consumption across the benchmark spectrum. Another
observation that we make from Fig. 6(a) is that the width of
the vertical band in which points of LA-OFBM lie is lesser

than the width of the band in which the points of FP-OFBM
lie.

Fig. 7(a) plots another view of the same data. It plots the
energy histogram for each of the OFBMs for susan-corners
benchmark for 1000 die samples. The second curve from the
right corresponds to the energy distribution for FP-OFBM.
The rightmost curve is the energy histogram of LB-OFBM,
which increases the mean energy consumption but reduces
the standard deviation in the energy consumption by 17%.
Finally LA-OFBM shown by its energy histogram depicted by
the leftmost curve, reduces the energy consumption by 18%
and reduces the standard deviation by 46% as compared to
FP-OFBM. Fig. 7(b) shows that the reduction in variation in
total ALU energy, by LA-OFBM is consistent over all our
benchmarks. Thus our LA-OFBM reduces the total energy as
well as the variation in total energy in the presence of both
temperature and process variations.

B. LA-PG Reduces Both the Total ALU Energy Consumption
and the Variation in the Total ALU Energy Consumption

Fig. 8(b) plots the mean of the ALU energy consumption
computed over 1000 sample dies, normalized to IT-PG, for
LA-PG, for all the 10 benchmarks. The figure shows that for ar-
chitectures that have leakage sensors in FUs, LA-PG technique
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Fig. 8. LA-PG reduces the total ALU energy consumption.

Fig. 9. LA-PG reduces the variation in the total ALU energy consumption.

decreases the average energy consumption by 22% as compared
to the IT-PG. Hence, it can be observed that the effectiveness
of our technique is consistent through the benchmark spectrum.
The performance penalty of applying our IPC threshold-based
power gating techniques is less than 2%. This performance loss
is lesser than the performance loss of IT-PG, which is 2.2%, as
compared to the case with no power gating.

Fig. 9(a) plots the energy histogram for IT-PG and LA-PG
techniques, for susan-corners benchmark for 1000 die samples.
The rightmost curve corresponds to the energy distribution for
IT-PG. As compared to IT-PG, LA-PG as shown by its en-
ergy histogram depicted by the leftmost curve reduces the en-
ergy consumption by 22% and reduces the standard deviation
by 25%. Fig. 9(b) further shows that the reduction in standard
deviation by LA-PG is consistent over benchmarks.

Fig. 8(a) plots another view of comparison between the ALU
power consumption for IT-PG and LA-PG in 1000 die samples
for the susan-corners benchmark. The same two observations
can be made from this graph are that all the LA-PG points are
lower than the IT-PG points, and that the width of the vertical
band in which points of LA-PG lie is lesser than the width of
the band in which the points of IT-PG lie.

C. LA-OFBM + LA-PG Reduces Both the Total ALU Energy
Consumption and the Variation in the Total ALU Energy
Consumption

In order to obtain maximum reduction in the total ALU en-
ergy consumption and the variation in the total energy consump-
tion, we simulate all the 10 benchmarks with all combinations
of the two proposed techniques (OFBM + PG). The combina-
tion of FP-OFBM + IT-PG is considered as the basecase for
these experiments. Fig. 10(a) plots the mean and standard de-
viation of ALU energy consumption, for all combinations of
OFBM + PG normalized to the basecase (FP-OFBM + IT-PG),
for susan corners benchmark. Out of all the combinations ex-
plored, LA-OFBM + LA-PG combination was observed to give
the maximum reduction in both the mean and the standard devi-
ation of the total ALU energy consumption. Our experimental
results show that the combination of LA-OFBM + LA-PG re-
duces the mean and standard deviation of the total ALU energy
consumption by 34% and 59%, respectively, as compared to the
baseline combination of FP-OFBM + IT-PG. Fig. 10(b) shows
that the results obtained for the LA-OFBM + LA-PG combina-
tion are consistent across all our benchmarks.



996 IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 18, NO. 6, JUNE 2010

Fig. 10. LA-PG + LA-OFBM reduces both the total ALU energy consumption and its variation.

The reduction in the total ALU energy consumption using
our LA-OFBM + LA-PG combination also translates to a
13% reduction in the total processor energy consumption. Our
leakage aware OFBM + PG combination, as a result of reducing
the total ALU energy consumption, also reduces the maximum
ALU temperature by 24 C. Thus, a combination of our leakage
aware OFBM and leakage aware Power Gating techniques re-
sult in a significant reduction in the ALU energy consumption
as well as the variation in ALU energy consumption.

IX. SUMMARY

The FUs in a processor not consume significant amount
of processor energy, but are also one of the most important
hotspots in the processor. In addition, due to extreme sensi-
tivity of leakage on temperature and process variations, they
cause large variations in the power consumption of the pro-
cessor dies, resulting low parametric yield. Prior work on FU
power reduction do not consider the impact of temperature
and process variations, and therefore are unable to reduce the
FU power consumption and its variation. In this paper, we
exploit recently developed, small, yet accurate leakage sensors,
to develop microarchitectural techniques to reduce the FU
power consumption and its variation. In specific, we develop
a leakage-aware operation-to-functional unit binding mecha-
nism (LA-OFBM), and leakage-aware power gating (LA-PG)
schemes. Our experiments on the ALPHA 21364 processor
shows that by combining these two leakage-aware techniques,
we achieve 34% and 54% reduction in the FU power consump-
tion, and in its variation respectively. This translates into 13%
reduction in the total processor energy, and a 24 C decrease in
the maximum FU temperature.
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