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Abstract

Continuous technology scaling has resulted in an in-
crease in both, the power density as well as the variation in
device dimensions (process variations) of the manufactured
processors. Both power density and process variations have
a significant impact on the leakage power. Therefore, power
optimization techniques should be sensitive to the variation
in leakage power due to both temperature as well as process
variations. Operation to Functional Units Binding Mecha-
nism (OFBM) is the mechanism to dynamically issue oper-
ations to Functional Units (FUs) in superscalar processors.
We propose a Leakage-Aware OFBM (LA-OFBM), which is
both temperature and process variation aware. Our experi-
mental results demostrate that LA-OFBM reduces the mean
and standard deviation of the total energy consumption of
ALUs by 18%, and 46% respectively, as compared to the
traditional OFBM, without any performance penalty.

1. Introduction

The ever increasing performance demands from high-
end microprocessors have been one of the most important
forces behind continuous technology scaling for the past
four decades. As a consequence of incessant technology
scaling, leakage power has become a major component of
the total power budget of the processors developed in nano-
scale CMOS technologies. In fact, according to [19], leak-
age power in 65 nm technology amounts to almost 40% of
modern microprocessors’ total power budget.

Leakage power, in contrast to dynamic power is highly
sensitive to variations in the operational temperature. In-
fact, leakage of a CMOS gate increases exponentially with
increase in temperature. According to [15] a 10oC rise in
temperature at 35oC will result in leakage currents going up
by 126%.

Another important consequence of technology scaling is
a significant loss of control in the lithography as well as
channel doping steps during the manufacturing, resulting in
large variations in the characteristics of the manufactured
devices (ITRS 2003) [7]. This phenomenon, called process
variation has significant impact in terms of power consump-
tion, yield, reliability, and design processes. Since leak-
age power has an exponential dependence on device char-
acteristics, even small variations in the device characteris-
tics result in large variations in the leakage power. Leak-
age power being a major contributor to the total power con-
sumption in present day microprocessors, the variations in
leakage power results in a significant variation in the pro-
cessor power consumption across dies. The impact of pro-
cess variations was demonstrated recently in [1] wherein
the authors demonstrated 20X variation in leakage power
for a 1.3X performance variation in Intel processors.

Given the significant and increasing impact of process
variations and temperature variations on the power con-
sumption of processors, it is important for power optimiza-
tion techniques to consider both these factors, and aim at
reducing both the power consumption, and the variation in
the power consumption across dies.

Functional units (FUs) such as ALUs and multipliers are
significant contributors to the total energy consumption of
the processor [4, 3]. In addition, owing to high energy den-
sities of FUs, the effect of process variations on the leakage
of FUs is amplified by the exponential dependence of leak-
age on temperature. Consequently, reducing both the total
power, and the variation in the total power consumption of
FUs is an important problem.

OFBM (Operation to FU Binding Mechanism) is the
mechanism by which the ready operations are issued to the
FUs in a superscalar processor. Traditional OFBMs stati-
cally bind the operations to FUs, without considering the
process and temperature variations. They may therefore is-
sue operations to FUs that will leak more, due to either of
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the two effects. Traditional OFBMs therefore result in high
FU power, as well as high variation in FU power.

In this paper, we propose to introduce leakage sensors
in each FU, and develop LA-OFBM (Leakage-Aware Oper-
ation to FU Binding Mechanism) that is cognizant of both
process and temperature variations through the leakage sen-
sor. Our experimental results show that LA-OFBM reduces:
(i) the average (mean) ALU energy consumption by 18%
and (ii) the variation in the total ALU energy consump-
tion (standard deviation) across 1000 die samples by 46%,
as compared to previous OFBMs, without any performance
overhead.

2. Experimental Setup

Our simulation framework is depicted in Fig. 1A. We
perform our experiments on the ALPHA DEC 21364 pro-
cessor. This is a 4-wide superscalar processor, whose floor-
plan is shown in Fig. 1B.

Figure 1. Simulation Setup

The power, performance and temperature modeling of
the alpha processor is done using a modified version of sim-
outorder of the PTScalar toolset. PTScalar is a coupled
power and thermal simulator built over SimpleScalar [2].
The floorplan of the processor, leakage and dynamic powers
of all units in the processor are given as input to PTscalar,
which then simulates the benchmark to estimate the power,
performance and temperature of all the units. We exe-
cute several benchmarks from the MiBench [8], and Spec
2000 [16] suite.

Process Variation Model: We model the variations in
device features (gate length and threshold voltage) using
the stochastic process corresponding to gate length using
the Karhunen-Loève Expansion proposed in [5]. The floor-
plan of the processor is given as an input to the process vari-
ation model to accurately model the spatial correlation in
the device parameters. The process variation model gener-
ates the dynamic power and leakage power values for all the
units in the processor corresponding to one die. We generate
1000 such die samples, which are fed into the PTScalar for

power, performance, and temperature modeling. The power
numbers are scaled to correspond to a 45nm technology.

3. Related Work

The impact of process variations and temperature on
leakage, has been extensively researched, and the impor-
tance of leakage reduction in FUs has been recognized for
long. However, to the best of our knowledge, there are no
prior OFBMs, which are aware of temperature and process
variations.

3.1. Leakage Reduction of Functional Units

Due to their dominant transistor budget in a processor,
earlier research focused on leakage reduction of storage
structures [9, 12, 6]. However, recognizing that FUs can
be the spots of highest leakage density, recent efforts have
focused on mitigating leakage in the FUs.Power gating has
been the most researched technique for reducing the leak-
age of FUs. [10] proposed a mechanism to reduce leakage
through power-gating of FUs. [14] detects the idle intervals
of FUs dynamically to power gate the FUs and thereby re-
duce leakage. Talli et al [18] use the profile information to
identify the idle periods of the functional units and use the
compiler to issue corresponding on/off instructions.

3.2. Operation-to-FUs Binding Mechanisms

Several thermal-aware scheduling approaches to balance
temperature distribution across the functional units of a
VLIW architecture are proposed in [13]. This is one of the
prior works that is closely related to ours. Our approach
is different from theirs in the sense that ours is a microar-
chitecture level binding mechanism unlike their compiler-
based approaches. The approaches proposed in [13], though
are simple, require recompiling the application, which may
not be desirable/possible. The applicability of those tech-
niques are limited by the fact that they insist on the avail-
ability of the source code for analysis and recompilation.
Another significant difference in our approach is that the
technique we propose are for superscalar processors which
has the scalability to be extended to other processors, as
compared to their techniques which are only for VLIW pro-
cessors. Also, their techniques do not take into account the
process variations. There exists several other such schedul-
ing schemes proposed for functional units. However, no
prior work on operation to FU binding mechanisms consid-
ers the dependency of leakage power on both temperature
and process variations.
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4. Prior OFBMs

4.1. Fixed Priority OFBM (FP-OFBM)

Operation of FU binding mechanism (OFBM) is the
technique to issue the ready operations to FUs. In the ab-
sence of any process or temperature variations, all OFBMs
are the same. Consequently a direct mapping or FP-OFBM
is usually employed in all existing processors. In FP-OBM,
FUs are assigned static priorities at design time, and the
priorities do not change over time. In every cycle, ready
instructions are distributed to the FUs in order of their pri-
ority. A lower priority FU will get an operation iff FUs with
higher priority also get an operation. FP-OFBM results in a
very high activity in the highest priority FU, increasing it’s
temperature and leakage.

4.2. Load Balancing OFBM (LB-OFBM)

Recognizing the impact of temperature variations on the
leakage of the FUs, [13] observed that FP-OFBM causes a
skew in the activity of ALUs, i.e., higher priority ALU gets
much more operations than a lower priority one. As a result
the ALU with the highest priority leaks a lot. Consequently,
authors in [13] proposed to reduce leakage by distributing
the activity equally among the ALUS, and proposed Load
Balancing OFBM (LB-OFBM). In LB-OFBM, operations
are issued to FUs in a round robin fashion and since all FUs
are equally active, the leakage of any one FU does not rise
significantly more than the other FUs.

5. Our Approach: Leakage Aware OFBM (LA-
OFBM)

We propose LA-OFBM to reduce the leakage energy and
therefore the total energy of processors. To achieve this, we
introduce a leakage sensor in each FU, and issue operations
to the FUs based on the leakage information of the FUs.
In the LA-OFBM, the sensors within the ALUs are used to
accurately detect leakage and set the ALU priorities dynam-
ically. The leakage sensor values are continuously read and
the FU priorities are updated to be in the decreasing order
of increasing leakage. Since the temperature of the ALUs
vary over time, the priorities assigned to the ALUs will also
change dynamically. LA-OFBM is therefore both process
and temperature variations aware OFBM.

5.1. Introducing Leakage Sensor in FUs

We propose to introduce the leakage sensor proposed by
Kim et al. [11] inside each FU and continuously measure
the FU leakage during the chip operation. A single chan-
nel leakage sensor is shown in Fig. 2A. The bias circuits

Figure 2. Single and six Channel Leakage
sensors [11]

for generating IREF and VBIAS are process variation in-
sensitive. M2 is the only transistor that is sensitive to the
variation in leakage of the ALU due to the impact of tem-
perature and process variations. Therefore, the accuracy of
the leakage sensor itself is not affected by process and tem-
perature variations.We explicitly model the area, power and
inaccuracy introduced when converting the leakage sensor
in our experimental setup. The overhead of using leakage
sensors accounts to around 3 − 4% reduction in the total
power savings obtained using our LA-OFBM.

5.2. Leakage Sensor Placement

If the leakage measured by the sensor is not a good es-
timate of the total leakage of the ALU, we might not get
the correct ordering of the ALUs in terms of their leakage
power. This could potentially result in instructions being
bound to a higher leakage ALU instead to the lowest leak-
age ALU, thus eliminating the power savings obtained us-
ing our approach. To find a good location for the leakage
sensor, we compared the leakage of a device located at vari-
ous locations (xi, yi) inside the ALU, and the average leak-
age of the ALU (Iav = IS,T /N ). We found that mean of
the percentage difference between the average ALU leak-
age and the leakage of a device located at the center of the
ALU for a sample of 1000 dies to be less than 1%. The
maximum percentage error over the same set of samples
was 7%. Thus a single leakage sensor located at the center
of the ALU can provide accurate estimation of the leakage
power of the entire ALU.

5.3. Architecture Model

In the LA-OFBM, whose architecture model is shown in
Fig. 3, operations are issued to the FUs based on their leak-
age information. The sensors within the ALUs are used to
accurately detect leakage and set the ALU priorities dynam-
ically in the FU Priority Updater. The leakage sensor values
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Figure 3. OFBM in 4-issue superscalar pro-
cessor

are continuously read and the FU priorities are updated after
every 10,000 cycles, to be in the decreasing order of increas-
ing leakage. We introduce four 4-to-1 line multiplexors in
the operation issue path, to select the ALUs to which the in-
coming instructions are to be issued. Since the temperature
of the ALUs vary over time, the priorities assigned to the
ALUs will also change dynamically. LA-OFBM is there-
fore both process and temperature variations aware OFBM.

Microarchitectural Overheads: We accurately model
the impact of microarchitectural enhancements structurally
in PTScalar. The leakage sensor is very small, only a few
gates, and is not in the critical path of the ALU. Therefore
there is no performance impact of the sensor. The multi-
plexors lie in the critical path of execution, they might cause
some extra delay. However this is very small, and in our
experiments, we observe that it can be accommodated in
the cycle time slack. We synthesized the multiplexors and
the FU Priority Update logic using Synopsys design com-
piler [17]. The energy overhead of multiplexors and the FU
priority Updater is less than 0.75 µJ which is very small
as compared to the 500 µJ energy of all the 4 ALUs. But
we included both their leakage and dynamic powers in the
power computation using PTscalar in all our simulations.

6. Experimental Results

6.1. FP-OFBM has a higher total energy
consumption as well as variation in to-
tal energy

Fig. 4 plots the total energy consumption of all the ALUs
in each of the 1000 die samples for FP-OFBM, for the repre-
sentative susan corners benchmark. It can be observed that
due to process variations, there can be upto 25% difference
in the total ALU energy consumption between the lowest

Figure 4. Total ALU Energy consumption for
1000 die samples using FP-OFBM

and the highest power dies.

6.2. LB-OFBM increases total energy con-
sumption but reduces variation in to-
tal energy

Figure 5. Total ALU Energy consumption for
1000 die samples using LB-OFBM and FP-
OFBM

Fig. 5 plots the total energy consumption of all the ALUs
in each of the 1000 die samples, for FP-OFBM and LB-
OFBM , for susan corners benchmark. LB-OFBM shows
13% increase in the mean leakage, but a reduction of 15%
in the variation in the total energy of the ALUs, as compared
to FP-OFBM.

Fig. 6 plots the mean of the ALU energy consumption
computed over 1000 sample dies, normalized to FP-OFBM,
for all the OFBMs, for all the 10 benchmarks. The last set
of bars plot the average ALU power reduction over all the
benchmarks. This plot shows that the difference in mean
energy consumptions between all the OFBMs is consistent
over benchmarks.

The increase in the total energy consumption by the LB-
OFBM is an important and counter-intuitive result. This is
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Figure 6. Total ALU energy reduction is con-
sistent across benchmarks

because, it could be argued that FP-OFBM will concentrate
the ALU activity on the lowest priority ALU, and increase
the temperature of that ALU, which in turn would result in
higher energy dissipation. However this is not the observa-
tion. On closer investigation, we found that the cooling ef-
ficiency improves with the increase in temperature. There-
fore after some time it becomes very difficult to increase
the temperature. Thus issuing more instructions to the same
FU may not increase the temperature and therefore leakage
much.

6.3. LA-OFBM reduces total energy con-
sumption

Figure 7. Total ALU Energy Consumption for
FP-OFBM and LA-OFBM

Fig. 7 plots the total energy consumption of the ALUs
for the FP-OFBM (baseline) and LA-OFBM techniques for
1000 die samples, for susan corners benchmark. The first
observation we make from this figure is that all the LA-
OFBM points are lower than the FP-OFBM points. As com-
pared to the FP-OFBM, LA-OFBM reduces the total energy
consumption of the ALUs by 18%. In terms of leakage en-
ergy alone, the LA-OFBM decreases the total leakage en-

ergy of all the ALUs by 44% as compared to FP-OFBM.
Fig. 6 further bolsters our claim by demonstrating that LA-
OFBM consistently reduces the energy consumption across
the benchmark spectrum.

6.4. LA-OFBM reduces variation in total
energy

Figure 8. Variation in total energy consump-
tion

Figure 9. Variation in total ALU energy con-
sumption is consistent across benchmarks

Another observation that we make from Fig. 7 is that the
width of the vertical band in which points of LA-OFBM lie
is lesser than the width of the band in which the points of
FP-OFBM lie. In fact, the standard deviation of the LA-
OFBM is just 15 µJ , which is 46% lesser than the standard
deviation in the FP-OFBM case. Fig. 9 plots the standard
deviations of the ALU energy consumption computed over
1000 sample dies, normalized to FP-OFBM, for all the OF-
BMs, for all the 10 benchmarks. This plot shows that the
reduction in standard deviation in the energy consumptions
in the OFBMs is consistent over the benchmarks.

Fig. 8 plots another view of the same data, It plots the
energy histogram for each of the OFBMs for susan cor-
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ners benchmark for 1000 die samples. The second curve
from the right (lines connected by circles) corresponds to
the energy distribution for FP-OFBM. The rightmost curve
(lines connected by diamonds) is the energy histogram of
LB-OFBM, which increases the mean energy consumption
by 13% but reduces the standard deviation in total energy
by 17%. Finally LA-OFBM, as compared to FP-OFBM, re-
duces the mean and standard deviation in energy consump-
tion by 18% and 46% respectively, as shown by its energy
histogram depicted by the leftmost curve (lines joined by
triangles). Thus our LA-OFBM reduces the total energy as
well as the variation in total energy in the presence of both
temperature and process variations.

7. Summary and Future Work

Continuous technology scaling for the last four decades,
has lead us to the point, where the leakage energy has be-
come a significant portion of the total energy budget of the
processor. Leakage energy is highly sensitive to process
and temperature variations. However existing Operation to
Functional Unit Binding Mechanisms (OFBMs) do not take
the process and temperature variations into consideration.
In this paper, we propose to introduce leakage sensor in the
ALU and propose a Leakage-Aware OFBM (LA-OFBM),
which is sensitive on both the process and temperature vari-
ations, and is therefore able to effectively reduce both the
total ALU power consumption, as well as the variation in
the total ALU power consumption. Our experiments on
a 0.45nm, 4-wide superscalar processor demonstrates that
LA-OFBM reduces the total ALU energy consumption of
the ALUs by 18%, and the variation in the total ALU en-
ergy consumption by 46%.
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